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Abstract 

Artificial intelligence is at the center of technological advancement in the modern world. With the 

rapidly progressing use and multitude of uses, AI allows for more convenient methods, saving time 

and effort, both. The current study consisted of 3 focus groups with 8 in 1 group and 11 members 

in each of the other 2 groups, who were asked questions probing their understanding of the ethical 

use of AI. The responses to each question were manually recorded. The results displayed 

accountability as the best understood ethical concern in the context of responsible AI. Students 

were found to be most aware of accountability with different levels of knowledge of other ethical 

concerns covered in the framework. There was a moderately significant lack of awareness found 

among the students.   
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Introduction  

Artificial intelligence is the study of ideas that create machines that perform or ideally think like 

humans (Sweeney, 2003). Chatterjee and Bhattacharjee (2020) defined AI as computing systems 

that can perform human-like functions like adapting, learning, synthesizing, correcting, and 

employing different types of data needed to execute complicated tasks. Another way AI can be 

defined is simulating human intelligence through coded heuristics (Frankfield, 2023). Johnson et 

al. (2009), summarized AI in a similar manner, as artificially intelligent tutors that generate 

responses instantaneously dependent on its comprehension of the subject at hand to understand 

the problem and evaluate studies on students. 

Alan Turing first articulated the vision of “thinking machines” in 1950. He published a paper, 

“Computing Machinery and Intelligence” (Turning, 1950). The term artificial intelligence was 

introduced for machines that can even do jobs more complex than typical tasks. With the 

increasing computing power, the term was applied to machines having the ability to learn. There 

is the common idea that machines based on AI, or ‘cognitive computing’, can potentially imitate 

or exceed cognitive capacities of humans, including sensing, language, reasoning, analysis, 

problem solving, and creativity (UNESCO, 2019).  

In the 1970s, Artificial Intelligence in Education (AIED) emerged as a special field covering the 

latest technology for classrooms and learning, mainly for higher education. Along with core 

automation tasks, AIEd offers the students versatile, individualized and engaging learning 

alternatives (Kengam, 2020; Chen et al., 2020; Leoste 2021). Current popular trends in AIED 

include flexible education, instructional agents, savvy technology for classrooms, and automated 

tutor systems (Schiff, 2021; Ng et al, 2023).  

Cognitive automation involves giving computers the ability to complete tasks previously 

performed by humans, such as language processing, identifying speech patterns, authorship 

credit, classification, recognition of facial features, and transcribing text from audio data for a 

researcher to search using keywords or pre-defined classes. One prominent trend in AI over the 

past few years, for instance, has been the creation of growing language models, such as the Chat 

GPT-3 (OpenAI, 2021). A sophisticated impersonation of reading, comprehension, 
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summarization, and common sense reasoning is now possible with modern language models, 

which are supported by neural networks (Heaven, 2021; OpenAI, 2019; Rae et al., 2021).  

Businesses are largely adopting AI, according to the Harvard Business Review, 2017, to identify 

and prevent security intrusions (44%), fix users' technology problems (41%). Work on 

production management should be reduced (34%). AI is also used to check internal compliance 

(34%) with employing authorized vendors (Ramaswamy, 2018). 

Ethics is defined as the difference between what is morally right and wrong. It comprises basic 

concerns of the standards that judge a human action right or wrong. (Singer, 2023). Ethical 

considerations in the context of responsible AI usage are based on maintaining ethical 

development and use of the developed AI system. Based on the foundational framework of AI 

ethics for this study, the principles include the fundamental values upholding the rights and 

responsibilities of the user.  

UNESCO formulated an ethical framework for AI based on 6 ethical principles, which forms the 

foundation for the present study. The principles include, transparency, fairness, privacy, 

accountability, explain ability and safety. The current research aims to gather popular ethical 

domains of awareness in students regarding acceptable use of AI. As a result, collect what the 

students are mostly aware of.  This will describe their perceptions and ideas regarding ethical 

usage of AI in detail.  

Literature Review 

AIEd or artificial intelligence in education is the integration of three vital disciplines, namely, 

statistics, education, and computer science. AIEd is a multidisciplinary field that extends to other 

domains like cognitive psychology and neuroscience (Chen et al., 2020). Additionally, AI ethics 

is a set of assumptions, concepts, and methods that apply generally recognized moral standards 

to direct moral behavior in the creation and application of AI technologies (Leslie, 2019). 

Cope et al. (2020), claims the differentiation amongst human and artificial intelligence is 

remarkable in itself . These scholars consider it a mistake to define artificial intelligence as 

something linked to human intelligence since forever which is the reason they consider this 

concept as anthropocentric. They use a non-anthropocentric approach on the contrary and regard 

AI as the ability to meet complex goals. Therefore, inorganic forms of general intelligence are 

not implied to comply with the parameters of human intelligence (Korteling et al., 2021). The 
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fundamental differences between both types of intelligence are related to the biological versus 

digital structures, speed and connectivity. Additionally, they include upgradability, potential for 

development, and efficiency. They conclude that the AI machines will remain unconscious 

machines for the near future, regardless of how intelligent they are made. 

AI tools are convenient forms of technology that can produce or transform different types of 

content including pictures, writeups, algorithms & codes or presentations. Approved and 

acknowledged use of AI tools is generally acceptable. However, in an educational context, 

unauthorized usage of AI services and products for the sake of academic progress might be 

considered a form of academic misconduct. Misconduct refers to any action completed or 

attempted that undermines integrity (Tauginienė et al., 2018, p. 9).   

Beer (2019) suggests AI machines are fast and smart. Previously institutions relied on designated 

staff but AI presently offers the potential for new user insight along with lesser understanding or 

expertise in data analysis. AI-driven systems use larger data sets, allowing space for previously 

overlooked perspectives. The analytics can help with forecasting what might happen in the 

future.  

Tools like proofreaders and spell check tools that alter the form only are mostly acceptable. An 

AI tool cannot stake a claim on ownership of the findings. Therefore, it cannot be listed as a co-

author in a publication. The user is always responsible for the content, regardless of who or what 

generated that content (Levene, 2023).  

A Focus Group Study of Medical Students 

Researchers carried out a mixed methods study of focus groups and surveys in 2022. The 

participants included 128 medical students, to assess the knowledge of artificial intelligence in 

medical education globally. The support for incorporating artificial intelligence in education was 

similar across the world. However, few students had any training about it. The majority of 

students, 92%, stressed that the core medical curricula needs to integrate with AI-related 

teaching.  A staggering 86% of the students showed interest in exploring interdisciplinary 

learning. The disciplines include computer science and biomedical engineering. The study found 

predominant interest in learning the clinical applications, development and assessment of AI-

based tools. However, the current medical syllabi did not support it. Participants acknowledged 
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the importance of acquiring the skills necessary to operate in the field of AI in medicine. They 

pressed for multidisciplinary teaching on the topic, arguing on its importance (Ejaz et al., 2022).   

AI in Modern Education 

Artificial intelligence has revolutionized education. Starting from grading simple tests and 

providing feedback it has developed massively over time. Now, AI is not just some product or 

tool but has become an important part of the learning system, designing personalized syllabus 

and overall curricula (Chen et al., 2020). It can predict how a student will perform and interact 

with them using natural language. The Office of Educational Technology of the US department 

of Education published a report based on the future of AI based teaching and learning. This 

report summed up the risks and benefits for AI in teaching, learning, research and assessment 

based on the opinion of the public. The research identifies artificial intelligence (AI) as a rapidly 

growing technology that can facilitate newer methods of interaction and cooperation between 

teachers and students, assist teachers in addressing learning variability, strengthen feedback 

loops, and provide support (Durey, 2023).  

AI is currently used in several forms in education. A Learning Management Systems (LMS) 

makes use of AI to monitor student development, provide resource recommendations based on 

unique learning preferences. This system can also help with collaborative discussions, video 

classes and meetings in addition to professional training and even forecast results. The program 

basically provides an online classroom to teachers and students (Bradley, 2021). Intelligent 

Tutoring Systems that provide individualized instructions. Students receive individualized 

training and feedback from Intelligent Tutoring Systems (ITS), which adjust to their learning 

style and pace. AI teaching assistants can respond to student questions, grade assignments, and 

even participate in conversations like those employed (Akyuz, 2020; Paladines, 2020). ITS can 

be tailored to function specifically. They leverage artificial intelligence to create models of 

subject matter and the teaching methods to be utilized.  

Baker and Smith (2019) address academic tools functioning through AI from three distinct 

aspects. They include learner focused, teacher focused, and the system based AIEd. The learner-

focused products and services are the programs that students use to study a subject, for example, 

the customizable learning management systems or intelligent tutoring systems. Teacher-focused 

AIEd systems assist the teacher and alleviate the workload by executing tasks such as 

management, inspection, comments and detecting copyright infringements. AIEd platforms 
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provide the teachers an overview of the learning progress of their students so that they can 

actively give advice and support when required or needed. System-focused programs and 

products are the tools that facilitate higher authorities and administrators on an organizational 

level. For instance, it can track retention trends across departments or institutions. 

The release of the generative model ChatGPT in 2022 signaled a breakthrough for artificial 

intelligence. Open AI created a highly functioning chatbot that could write articles based on 

specific prompts, legal documents, codes and even debug codes. The functions of ChatGPT 

extend to much more than the ones mentioned (Aydin & Enis, 2023; IBM). 

Students with impairments or other learning requirements may have better access to and 

involvement in the classroom thanks to AI-powered educational resources. AI-based systems run 

the possibility of not being available to all pupils and potentially escalating already-existing 

disparities. AI systems can gather and exploit personal information about students, so the use of 

AI can raise concerns about privacy and security.  Schools, universities, and other institutions 

must implement well-defined policies and procedures in order to protect student privacy and stop 

unauthorized access to their data (Fourtané, 2022).  

AI in Different Educational Levels 

Elementary Education. In elementary education, AI is usually used to support individualized 

instruction and the acquisition of foundational skills. For instance, AI-driven educational 

platforms may adjust to each student's unique learning rate, offering specialized exercises and 

feedback to aid in the development of fundamental abilities like reading, writing, and 

mathematics. These platforms might also use AI to pinpoint a student's weak areas and offer 

extra assistance or resources to help them advance.  

The education sector has observed growth in use of artificial intelligence, moving beyond the 

customary conception of AI as a high-powered supercomputer to encompass integrated computer 

systems. For instance, built into robots, AI or computers and other supporting gear facilitates the 

production of robotic machines that improve the educational experience for the learner. This 

begins from the most fundamental level of education, early elementary education (Fang et al., 

2019; Snyder, 2019).  

Secondary Education.  In secondary education, AI is often used for subject-specific tutoring and 

college preparation. AI-powered tutoring systems can provide personalized instruction in various 
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subjects, helping students to prepare for college entrance exams (Schmohl, 2022; Durey, 2023). 

The systems can adapt to a student's learning style and give targeted feedback to help them 

improve in specific areas. Additionally, AI can be used to predict a student's future performance 

and provide recommendations for courses or colleges that might be a good fit for them. 

Higher Education. AI is being used in higher education for research assistance and advanced 

learning. For example, AI-powered research tools can help students and faculty to find relevant 

resources, analyze data, and generate insights (Kohnke et al., 2023). AI can also be used to create 

advanced learning environments, such as virtual labs or simulations, that encourage students to 

explore complex concepts or scenarios in a secure and controlled environment.  

Adult Education. AI is frequently utilized in adult education to encourage lifelong learning and 

professional growth. Personalized learning pathways can be offered by AI-powered learning 

platforms to assist adults in gaining new skills or knowledge in their chosen fields. These 

platforms allow adults to learn at their own pace and on their own terms while accommodating 

their hectic schedules. AI can also be used to forecast future employment trends and suggest 

training programs or skills that might help people develop their careers (Durey, 2023).  

Impact on Curriculum Design. The design of curricula is also significantly impacted by AI. For 

instance, AI can help with the building of question banks and lesson introductions, offering a 

solid foundation and igniting ideas for course development. A consistent scope and order for unit 

teaching as well as the setting of course objectives can both benefit from AI. Additionally, AI is 

being included into the curriculum itself, with students learning about its foundational ideas and 

diverse application areas. This not only gives kids useful skills for the future, but it also enables 

them to comprehend the technology that is becoming an increasingly important element of their 

educational process (Pedro et al., 2019; Alam, 2021). 

Teaching and Syllabus AI. Predictive analytics, for instance, can promote early intervention by 

identifying students at risk of falling behind or experiencing difficulties in specific subjects 

(Corrin et al., 2019). Intelligent tutoring systems, which use AI to provide personalized guidance 

and feedback, are also becoming more sophisticated, offering the potential for even more 

individualized and effective learning experiences. However, as AI becomes more integrated into 

education, it's crucial for educators to receive training in using AI effectively and understanding 

its limitations and potential risks. Professional development on AI should help teachers 
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understand AI, how to use it and teach about it in their classrooms. This includes learning 

pedagogical content knowledge specific to AI, such as understanding machine learning, datasets, 

neural networks, AI's impact on the economy, and ethical considerations. Teachers also need 

dedicated time to use the technology both as teachers and as learners, try different approaches 

with students, and collaborate with colleagues to discuss what works and what does not (Durey, 

2023; Vincent Lancrin and Van der Vlies, 2020).  

The Beijing Consensus  

The Beijing Consensus (2019) states that the use of AI techniques within education must aim to 

strengthen human skills and safeguard human rights for the sake of successful human & machine 

collaboration in life, learning, and work along with long-term growth. As per the Consensus 

strategic AI implementation in education has the potential to take on several of the most 

significant difficulties in education today, redefine teaching and learning approaches. This will 

eventually speed up progress toward SDG 4, which supports quality education (UNESCO, 

2019). 

While AI has the potential to undermine academic integrity, it can also provide possibilities. AI 

improves the abilities of users in both positive and negative ways. Therefore, students and 

educators must be guided on the positives and limitations of AI tools in order to study and use AI 

ethically and maintain academic integrity, (Foltynek et al., 2023). Integrity and ethics are critical 

to usage of AI.  

The UN agency for education, UNESCO, recently issued guidelines warning governments that 

public authorities were ill-prepared to deal with the moral dilemmas posed by implementing 

"generative" AI programs in schools. The education organization in Paris issued a warning, 

stating that substituting these programs for actual teachers could harm a child's emotional health 

and make them more susceptible to manipulation. In addition to potential harm and bias, Audrey 

Azoulay of UNESCO described generative AI as a huge chance for human growth. She made 

mention of the need for government protections and restrictions, as well as how it would be 

impossible to integrate AI into education without public participation. In the latter half of last 

year, media attention was drawn to the remarkable capacity of ChatGPT, a generative AI system, 

to produce essays, poetry, and dialogues from the smallest inputs. Despite worries raised about 
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plagiarism and cheating in schools and colleges, investors flocked to the revolutionary sector, 

and advocates focused on education as a potentially lucrative market (UNESCO, 2023).  

Ethical use of AI 

Ethical implications  are increasingly getting important as AI is rapidly added in educational 

settings. We cannot solely rely on the manufacturers of AI to ensure that it is used properly. 

These businesses are significant because they develop AI tools, but they frequently prioritize 

innovation and financial gain at the expense of what may be best for kids and instructors. The 

entities in charge of education in various nations are advised to play a more active role, 

according to UNESCO, an agency that concentrates on education and culture (Durey, 2023). 

Students can get basic knowledge using these AI systems, but they are not ideal for learning 

advanced concepts in any field. Students still need a professor in order to learn such challenging 

material. However, it's plausible that AI may be able to assist students in the future with more 

difficult issues that call for critical analysis and reasoning.  

The ethical issues are significant, just as they are whenever artificial intelligence is used in any 

situation. AI is devoid of a purported "moral compass." Therefore, AI programming from one 

perspective, is as ethical as its developer, claims TowardsDataScience in an article about AI 

ethics that offers 2 crucial suggestions for the future (University Of San Diego, 2022).  

The Belmont Report (1979) worked to simplify the fundamental ethical values and standards that 

the Commission identified during the course of its deliberations. It was the result of a thorough 

(four-day) discussion at the Smithsonian Institution's Belmont Conference Center that took place 

in the month of February, year 1976, in addition to the Commission's monthly meetings that took 

place over a period of almost four years. The report is a statement of fundamental ethical 

principles and rules that should help in finding solutions to the moral issues brought on by the 

use of human beings in research. The three main principles from the report that serve as the 

foundation for algorithm design and experiment include respectful attitude for individuals, 

beneficence and justice. The principle of respect acknowledges the autonomy of individuals and 

upholds an expectation for researchers to safeguard individuals with diminished autonomy. This 

can be due to a variety of circumstances such as illness, a mental disability, age restrictions. This 

principle primarily reflects the idea of consent. Individuals must be aware of the potential risks 

and benefits of any experiment that they are a part of. They should be able to choose to 

participate or withdraw at any time before and during the experiment. The principle of 
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beneficence is based on the ethical values of healthcare, where doctors swear to do no harm. The 

concept can be extended to AI where systems possibly worsen biased attitudes around race, 

gender, political opinion, etc, even if the intentions are good and for improvement . The principle 

of justice deals with problems such as justice and equity. The report offers five ways to divide 

troubles and benefits, which are a proportionate share, individual needs, individual efforts, 

societal contributions and merit (Guszcza et al., 2020; O’Donnellan, 2022). 

We must integrate ethics into the reasoning behind the creation of every new piece of AI-enabled 

technology. In order to thoroughly check that particular item’s behavior and ensure that our 

human moral compass is not compromised, we must keep track of and guard the results it 

produces.  

Moreover, the growth of big data has increased the attention of businesses on implementing 

automation and decision-making that is data-driven throughout their operations. Some firms and 

their AI applications are having unintended repercussions while improving business outcomes is 

typically, if not always, the goal (Mansurova, 2023; Wani et al., 2018). This is particularly true 

because of an inadequate initial study design and biased datasets. To address concerns about the 

ethics of AI as examples of unfair outcomes have come to light, new rules have arisen, mostly 

from the research and data science sectors. Prominent AI businesses have a stake in establishing 

these regulatory standards since they have already begun to feel some of the repercussions of 

failing to follow ethical standards in their products (IBM).   

Institutions must establish guidelines for students, teachers, researchers, and other stakeholders 

in the field of education in accordance with the ethical norms for employing AI tools. Clarity in 

communicating institutional policies to all those involved at various levels is the most crucial 

step. In addition to that, the consumers should be guided correctly on proper acknowledgement 

of the use of AI tools in different types of publications. The ENAI (European Network for 

Academic Integrity) recommended this for institutions. All the individuals, tools, and sources 

that affect content generation should be effectively acknowledged. An AI tool must be 

acknowledged whenever used. The acknowledgement can be done according to the context, the 

institution’s rulebook or other criteria. The AI tool should be given specific instructions, 

wherever possible (Foltynek et al., 2023).  
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Primary Concerns for AI  

Accountability: There is no ‘one fits all’ regulation of AI or a universal regulatory body but 

several states are working on developing strategies specifically for AI. Ethicists and researchers 

have collaborated to formulate ethical frameworks to govern AI models (IBM).  

Privacy is mostly understood as protection, security and preventing data leaks. For instance, 

GDPR law developed in 2016 to provide people more rights over their data while keeping the 

personal information of those living in the European Union and European Economic Area, 

confidential and safe (Diaz, 2016; Goodman and Flaxman, 2017; Hoofnagle et al., 2019). 

According to laws like the California Consumer Privacy Act (CCPA), different states in the 

United States are drafting standards that will apply to all enterprises (Palmieri III, 2020). The law 

mandates that companies notify customers when their data is collected. Recently passed law has 

compelled businesses to rethink how they handle and keep Personally Identifiable Information 

(PII). Organizations have prioritized security spending more and more in order to restrict any 

gaps and opportunities for hacking, cyberattacks, and monitoring. 

Governance: Governance asks to develop procedures for creating, managing, handling, and 

sharing information about AI and AI risks. It includes specification of the roles and 

responsibilities of those utilizing AI and educating everyone about how to build AI in a 

responsible manner. The methods utilize technologies to raise the performance and reliability of 

AI across the AI lifecycle (Google AI). 

Bias Reports of biased and discriminatory behavior across multiple intelligent systems have 

raised several questions regarding ethical practices and usage of AI. The process of scrapping 

any such ideas gets tricky when the bias is inbuilt. In addition to human resources, discrimination 

is found in softwares and algorithms (IBM).   

Foundation Models  Foundation models are mostly highly scalable generative models with 

self-supervised training on unorganized data and several specifications. This makes foundation 

models highly adaptable. The models can carry out a variety of activities by swiftly applying 

their learned information. There are other potential problems and moral concerns, however, with 

foundation models that are widely acknowledged in the AI sector (Han et al., 2021; Ganesan, 

2023). They include bias, misleading information, a lack of justification, abuse, and the impact 
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of society. Several of these challenges are associated with AI in general and now have greater 

relevance because of the offered potential and usability of foundation models (IBM, 2022; 

Murphy, 2023; Moor et al., 2023).  

Impact on Teachers Artificial intelligence is a valuable resource for strengthening and 

enhancing educational standards. However, it should not be utilized in place of actual teachers. 

For the development of critical thinking and creativity, the human factor is essential (Chan and 

Tsi, 2023; Seo et al., 2021). It is important that students have access to both traditional 

instructional tools and those supported by AI. The benefits of using AI systems for educational 

institutions, teaching, and learning must be considered seriously. Recognizing the drawbacks of 

using AI in education and taking the necessary steps to mitigate any negative impacts are equally 

crucial. For artificial intelligence systems to function correctly, humans, not machines, must be 

ethical. After all, humans are responsible for designing and implementing AI systems (Fortané, 

2022).  

Platforms like Google Classroom make it easier to teach and learn. For instance, as they finish 

tasks, students get immediate feedback on whether or not they are on track. Visual explanations 

and films can be used to provide direction for students who are having difficulty understanding a 

concept. Since time restraints prevent personalized teaching in real time, these are activities that 

teachers would ordinarily be unable to complete. But it is possible to respond to this kind of issue 

thanks to the automation offered by AI (Spadafora, 2022). 

Table 1  
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Research Objectives 

1. Evaluate a student's understanding and awareness of ethical concerns related to AI. 

2. Identify common misconceptions.  

3. Study the attitudes and perceptions of students regarding the ethical use of AI. 

4. Examine the impact of educational methods and courses on strengthening students' 

understanding of moral AI use.  

Research Methodology 

Research Approach 

The present research mandates a qualitative research approach. A focus group study design was 

selected as it provides the opportunity for quicker responses and in-depth information in addition 

to interactive questioning and follow up questions.   

Population 

 The population of this research consists of students of 30 selective universities operating in 

Sindh province of Pakistan. A diverse sample from the population based on students was 

selected to represent multiple backgrounds and levels of exposure to artificial intelligence. A 

sample of 30 students were taken which were further included in three different focus groups. 

The first focus group was consisted of 8 students, second group was consisted of 11 students and 

11 students were included in third focus group.  

Participants  

The shortlisted sample of participants includes university students from various disciplines. All 

samples in the study were selected based on the criteria set in this research for the focus groups 

participants.  The criteria to take part in focus groups was consisted of, postgraduate students, 

different disciplines and having expertise and knowledge about AI usage.  

Data Collection 

The three focus groups had between 8 to 11 participants who were explained the purpose of the 

study, after which they gave informed consent. The focus group interview sessions were initiated 

by a moderator. An observer simultaneously recorded the responses of the participants. The 

audio and video recordings of the sessions were completed with consent from each participant.  

Interview Process  

Icebreaking. The first session began with an icebreaking activity to create a comfortable 

environment. The moderator asked the participants to guess each other’s favorite color.  
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Subject of study. The goals of the interview were communicated to the participants, who started 

with the purpose of the study and explained the questioning alongside.  

Questions. To encourage the students to engage in conversation and talk about their insight and 

exposure to AI, unassuming questions were presented. Specifically, the questions were kept free 

of any prejudice and discrimination to cater to an inclusive study purpose. The moderator further 

presented follow-up questions, picking emerging conceptions from the participants. This allowed 

for a more detailed conversation and significant information that provided supporting 

background for the understanding of the students.  

Observation. The observer recorded the responses, noting individual ideas and experience in 

addition with the different perspectives.  

Closing Statements. All participants were given an overview and summary of the session. The 

moderator motivated them to share their thoughts.  

Data Analysis 

Transcription: The audio and video recordings were deciphered using the NVivo software. 

Records integrated participants' clarifications, non-verbal prompts, and interchanges. 

Coding: The coding process included comparing recurring themes, thoughts and examples used 

by the participants. The final codes produced were based on the themes connected with the 

ethical use of artificial intelligence.  

Thematic Analysis: The codes were categorized as the ethical themes and their subdomains 

found in the conversations. This grouped similar concepts together. Finally, when all the 

responses were accordingly categorized, a table was drawn to know the themes most students 

were well-aware of. Data analysis employed the thematic analysis technique.  

Ethical Considerations  

Fair selection ensured an equal opportunity for everyone to volunteer for the study. During the 

entire research, ethical standards were followed. Participants provided informed consent before 

proceeding with the sessions. To protect their privacy, all data was kept confidential, only 

accessible by the researcher for interpretation. The observer did not interfere with the discussions 

and the participants were made aware of their rights as voluntary participants.  
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Results  

Based on ethical considerations, a total of 25 responses were categorized in the domain and 

subdomains of accountability, 7 in safety, 5 in explainability and 4 in transparency.  However, 

other themes were also supported by the responses where the knowledge aligned with their 

definitions. The tables given below highlight the response categories. 

Table 2 

Focus Group 1  

 

Table 3 

Focus Group 2 
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Table 4 

Focus Group 3 

 

Theme 1 

Transparency  

Out of total 3 focus groups, many participants discussed the transparency of AI. Out of total 26 

participants of 3 focus groups 14 participants emphasized on the transparency of AI. They cited 

personal use as the basis for their understanding of ethical principles. The respondents discussed 

that artificially intelligent systems must be clear with their functions, misconception and 

implications. The developers of the AI-related services have to put forward thorough guides for 

the interpretation of the working and output in the contexts they are used. Following are few 

quotations from  

“The respondents discussed that artificially intelligent systems must be clear with their functions 

and implications” (FG017) 

“The respondents discussed that artificially intelligent systems must be clear with their functions 

and implications” (FG028) 

Theme 2 

Fairness  

The perceptions of students surround giving due credit to the original content producers. They 

argued on the importance of discouraging plagiarism by simply copying information without 

crediting the author or owner. Additionally, this idea was reiterated by other participants. 
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“The respondents discussed that artificially intelligent systems must be clear with their functions 

and implications” (FG037) 

“The respondents discussed that artificially intelligent systems must be clear with their functions 

and implications” (FG028) 

Theme 3 

Privacy  

Students highlighted privacy concerns and mentioned data leaks including sensitive information. 

The responses did not directly align with the theme of privacy but the domain and subdomain of 

safety and misuse of data.  

Theme 4 

Accountability  

The findings clearly indicate accountability and related sub themes as the typically understood 

subject where ethical considerations are concerned. The arguments and answers mainly 

highlighted individual responsibility whenever AI was used. Artificial intelligence is a useful 

creation but the consumer is responsible for the output use and misuse on their part. 

Additionally, the development of intelligent systems meant the developers were liable for the 

behavior of a product or service. The performance of an AI system, according to the participants, 

depends on the information programmed and algorithm design. Other sub-themes of moral 

justification, self-therapy, academic dishonesty and cross-checking were also covered. A total of 

8 students argued against self medication and believe that several people use AI services for self-

therapy. Referring to Group 1, Group 2 and Group 3 tables above, students admitted to utilizing 

artificial intelligence tools for academic assignments and projects. Alongside that, they 

responded that cross-checking information was crucial because whoever posted that specific 

output was responsible for the consequences or impact.  

Theme 5 

Explainability  

The questions corresponding to the theme of explainability saw a similar concept development in 

the participants. They stated that AI services must clearly explain the functionality and usage of 

the models for appropriate and correct use.  

Theme 6 

Safety  

Part of the questions probed the idea of safe use. Citing morphed photos and compromised data, 

7 respondents believed that AI is at times used with malicious intent and can put an individual 
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within range of harm. The responses touched the concept of safety as an ethical concern 

pertaining to artificial intelligence.  

Understanding and Perceptions 

Students were aware at some basic level and their perceptions developed overtime in the context 

of educational assignments and projects. Their primary concepts formed surrounding the idea of 

crediting the rightful resources and original author. However, the level of understanding is 

lacking with respect to different ethical dilemmas. Contrary to that, the participants admitted to 

using AI for assignments, albeit with minor changes.  

Discussion and Conclusion 

Discussion  

Accountability and the subdomain of individual responsibility was continually highlighted in the 

responses by the participants. A majority of the students claimed that AI is now a staple in 

multiple domains of life, not just education. It depends on the context, background and 

requirement, how the ethical boundaries will be defined in a situation. For education, individual 

responsibility meant owning up to the content used. Whatever query that may be entered or 

asked, AI gave us a response based on the data fed to it. In a way, the tool works how the users 

want it to according to the reasons students mostly provided. As much as the AI service or 

product was responsible for entertaining a specific type of query, responsibility lied on the user 

too for how they utilized that output. Individual responsibility integrates with misuse, safety and 

accountability. For example, the recent trend of deep fake technology is considered along the 

lines of criminal acts. Anyone and everyone who morphs photos or videos to produce content, 

maligning a person, institution or anything at all is accountable for it. The responsibility lies on 

the consumer because they misused content, compromised safety and are accountable for how 

they acted. Considering the widespread use amongst the local population, a critical but ignored 

theme was fairness. Marcinkowski et al. (2020) indicated two aspects of fairness. One is factual 

fairness which applies to empirically measurable features,while the other is perceived fairness, a 

concept that is related to individual perspectives. The group discussions have shown an 

integration of both types of fairness.With the proceeding questions, the participants answered 

more comfortably and shared their use of AI too which gave an insight into their reasoning for 

the development of ethical concepts. One factor the researchers observed closely was conformity 

and peer pressure adding to it. However, around 2 to 3 responses came when the participant 
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talking wanted to show themselves as highly skilled or knowledgeable. A significant majority 

gave examples of the deep fake technology, talking about accountability and safety. The group 

discussions found links in prior learning of the students and education.  

Conclusion  

The research demonstrates the lack of awareness among youth. Participants discussed their ideas 

of ethical use based around multiple themes. The students mostly emphasized accountability as a 

primary concern. In other words, holding AI responsible for wrongful functioning or intentions 

of the developer was not enough because the user is equally accountable for the content use. 

Additionally, in line with misuse of content, any services, tools or product misused are a user's 

responsibility to correct. All themes drawn in the categorization require equal attention. 

Therefore, ethical concerns and responsible use of AI go hand in hand . Similarly, it is most 

important to impart knowledge of the correct usage of AI that is aligned with the ethical 

considerations. Educational institutions must implement and design policies to promote and 

enforce appropriate use of artificial intelligence. The strategies might be different for different 

educational levels.  

Limitations  

One of the limitations arising was the range of participants. The data we collected was from only 

a single stakeholder of education, the students.  We did not collect the data of the faculty, 

education, consultants or other individuals involved with curricula design. The sample size was 

also small. Another critical limitation was the mishandling of the names of the participants. The 

responses were not recorded by a name, which prolonged the coding process.  

Educational Interventions and Recommendations 

Books and Syllabus. Comprehensive knowledge based courses and chapters must be introduced 

on each level in the education system. It is viable when considering the rapid integration and 

usage advancement of AI and AI based tools in the field of education.  

Awareness sessions and campaigns. Institutions can organize awareness sessions based on the 

importance of ethical considerations and the defined boundaries of unethical practice. One of the 

key steps is basic awareness sessions that include interactive communication methods so as to 

make people know why ethical practice is needed.  
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Practical Tasks. Motivate the students to employ their knowledge in a practical setting. They can 

learn to identify unethical practices like plagiarism and wrongful credit. Practical application will 

develop better identification of ethical and responsible use of AI.  
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